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Abstract
Objective: Determine if large language models (LLMs) provide better or similar information compared to an expert trained in foot and 
ankle pathology in various aspects of daily practice (definition and treatment of pathology, general questions). 

Methods: Three experts and two artificial intelligent (AI) models, ChatGPT (GPT-4) and Google Bard, answered 15 specialty-related 
questions, divided equally among definitions, treatments, and general queries. After coding, responses were redistributed and evaluated 
by five additional experts, assessing aspects like clarity, factual accuracy, and patient usefulness. The Likert scale was used to score 
each question, enabling experts to gauge their agreement with the provided information. 

Results: Using the Likert scale, each question could score between 5 and 25 points, totaling 375 or 75 points for evaluations. Expert 
2 led with 69.86%, followed by Expert 1 at 68.53%, ChatGPT at 64.80%, Expert 3 at 58.40%, and Google Bard at 54.93%. Comparing 
experts, significant differences emerged, especially with Google Bard. The rankings varied in specific sections like definitions and 
treatments, highlighting GPT-4’s variability across sections. The results emphasize the differences in performance among experts and 
AI models. 

Conclusion: Our findings indicate that GPT-4 often performed comparably to or even better than experts, particularly in definition 
and general question sections. However, both LLMs lagged notably in the treatment section. These results underscore the potential of 
LLMs as valuable tools in orthopedics but highlight their limitations, emphasizing the irreplaceable role of expert expertise in intricate 
medical contexts.

Evidence Level: III, observational, analytics.
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Introduction
The Turing test, proposed by Alan Turing in 1950, 

evaluates a machine’s intelligence by observing whether 
it can generate responses indistinguishable from those 
provided by a human(1). With the emergence of large 
language models (LLMs), such as ChatGPT (GPT-4) or Google 
Bard, demonstrating a significant ability to understand or 

coherently generate medical responses, Turing’s work has 
gained paramount importance. These models have become 
powerful tools in various fields, including medicine(2).

The term artificial intelligence (AI) was first described by 
McCarthy et al. in 1955 when they referred to AI as “the 
science and engineering of making intelligent machines.” They 
believed these machines would be capable of performing 
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tasks traditionally considered exclusive to humans, with the 
primary limitation being the speed and memory of programs. 
Jerrold S. Maxmen, a psychiatry professor at Columbia 
University, predicted that AI would usher in the “post-medical 
era” for the 21st century, describing the shift as “possible, 
inevitable, and desirable”(3).

Artificial intelligence is now regarded as the primary 
potential catalyst of the fourth industrial revolution, following 
the steam engines of the 1760s, the electricity and oil 
revolution of the 1870s, and computers of the 1970s(4).

GPT-4 and Google Bard represent the latest introductions in 
AI and have quickly found their place in healthcare services. 
Both models employ a hybrid language format that includes 
supervised learning and unsupervised or reinforcement 
learning with human feedback. They can provide an overview 
of existing literature on a specific topic within our specialty(5-6).

GPT-4 has been tested to pass high-level exams such as 
the United States Medical Licensing Examination (USMLE)(7)  
and the American Board of Orthopedic Surgery (ABOS)(8) 
exam. While there is no doubt about the high potential and 
capabilities of various AI tools like GPT-4 or Google Bard, there 
are several concerns regarding their application in medicine, 
particularly in orthopedics, and even more specifically in a 
subspecialty foot and ankle pathology.

The objective of this study is to examine the ability of LLMs 
to respond to medical queries related to foot and ankle 
pathology. The information provided by GPT-4/Google Bard 
will be compared and evaluated by various experts from the 
foot, ankle, and leg society. The accuracy, timeliness, and 

relevance of the information provided by GPT-4/Google Bard 
will be assessed.

Methods
In November 2023, three experts from Argentina Society 

of Medicine and Foot and Leg Surgery (SAMeCiPP) and two 
LLMs (GPT-4 and Google Bard) responded to 15 specialty-
related questions. Five questions were definitions related to 
the specialty, five were treatments that should be performed 
based on a specific pathology, and the remaining five were 
general information queries. The questions are detailed in 
Figure 1. Five tests were conducted (3 experts/2 LLMs). The 
15 responses were coded and redistributed into five new tests 
for evaluation. Five more experts from SAMeCiPP evaluated 
the responses from the experts and the LLMs without knowing 
to whom each question belonged (Table 1a). The instructions 
given to the experts and the LLMs are detailed in Table 1b. 

For each response, five aspects were evaluated: 1) the 
provided information is comprehensive; 2) the provided 
response is confusing; 3) there are factual errors in the 
provided information; 4) the information is up-to-date; and 5) 
the response is a good source of information for the patient. 
The maximum possible score for each question was 25 points, 
and the minimum was 5. Each question was scored according 
to the Likert scale (Table 2)(9). This scale allows the evaluator’s 
experts to express their agreement or disagreement with 
provided statements or assertions, assigning a numerical 
value indicating their degree of agreement or disagreement.

Figure 1. Questions for experts and LLMs with the Likert scale score for each question and the total exam. 

LLMs: Large language models.
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Determine if the LLMs provide better or similar information 
compared to an expert trained in foot and ankle pathology in 
various aspects of daily practice (definition and treatment of 
pathology, general questions).

Results
The maximum possible score for each question was 25 

points, and the minimum was 5, according to the Likert scale. 
Thus, the highest possible total score for each evaluation was 
375 points, and the minimum was 75. The score obtained by 
each expert is described in Table 3, along with the percentage 
of the total possible points.

Expert 2 (E2) achieved the highest value from external 
evaluators, scoring 69.86% of the total score (269/375). 
Expert 1 (E1) scored 68.53%, representing 257/375, GPT-4 
scored 64.80%, representing 243/375, Expert 3 (E3) scored 
58.40%, representing 219/375, and Google Bard scored 
54.93%, representing 206/375 (Figure 2). The results were 
compared among the evaluator’s experts and between the 
experts and LLMs, as detailed in Table 3.

In the comparative analysis among the experts, no significant 
differences were observed between E1 and E2 (z-stat: -0.395, 
p-value: 0.692). However, notable differences were identified 
in the overall exam scores when comparing E1 with E3 (z-stat: 

2.882, p-value: 0.004) and E2 with E3 (z-stat: -3.274, p-value: 
0.001). No significant differences were found in the overall 
exam score between E1 and GPT-4 (z-stat: 1.084, p-value: 
0.278) nor between E2 and GPT-4 (z-stat: 1.479, p-value: 
0.139) when comparing the results between the experts and 
the LLMs. No significant differences were observed when 
comparing E3 with GPT-4 (z-stat: -1.802, p-value: 0.072). 
On the other hand, significant differences were found in all 
cases (E1 vs Bard: z-stat: 3.832, p-value: 0.0001; E2 vs Bard: 
z-stat: 4.222, p-value: 0.0001; E3 vs Bard: z-stat: 0.958, 
p-value: 0.338; GPT-4 vs Bard: z-stat: 2.756, p-value: 0.006) 
when comparing the results of all experts with Google Bard. 
These results suggest notable discrepancies in performance 
between the experts and Google Bard, while no significant 
differences were evident between the experts and GPT-4 in 
the overall exam.

If each set of questions (definition, treatment, and general) 
were considered separately, the maximum score (5 questions 
per set) would be 125 points, and the minimum score would 
be 25 points.

In the definitions section (Table 4), the same analysis 
was conducted for the entire exam. The total scores were 
compared (Figure 3), and the percentage of each exam 
between the experts and LLMs.

Table 1. Distribution of questions among evaluators to avoid biases in the exam evaluation

A

Expert 1 Exam Expert 2 Exam Expert 3 Exam ChatGPT Exam Google Bard Exam
15 questions 15 questions 15 questions 15 questions 15 questions

15 answers 15 answers 15 answers 15 answers 15 answers

5 Q&A definitions 5 Q&A definitions 5 Q&A definitions 5 Q&A definitions 5 Q&A definitions

5 Q&A treatment 5 Q&A treatment 5 Q&A treatment 5 Q&A treatment 5 Q&A treatment

5 Q&A generalities 5 Q&A generalities 5 Q&A generalities 5 Q&A generalities 5 Q&A generalities

B

Exam evaluator 1 Exam evaluator 2 Exam evaluator 3 Exam evaluator 4 Exam evaluator 5
15 answers 15 answers 15 answers 15 answers 15 answers

3 definitions answers 3 definitions answers 3 definitions answers 3 definitions answers 3 definitions answers

2 definitions answers 2 definitions answers 2 definitions answers 2 definitions answers 2 definitions answers

3 treatment answers 3 treatment answers 3 treatment answers 3 treatment answers 3 treatment answers

2 treatment answers 2 treatment answers 2 treatment answers 2 treatment answers 2 treatment answers

3 generalities answers 3 generalities answers 3 generalities answers 3 generalities answers 3 generalities answers

2 generalities answers 2 generalities answers 2 generalities answers 2 generalities answers 2 generalities answers

Table 2. Likert scale for the evaluation of 15 questions. Each question had a maximum score of 25 points and a minimum of 5 points. 

1. The provided information is 
comprehensive

1. Strongly disagree 2. Disagree 3. Neither agree nor 
disagree

4. Agree 5. Strongly agree

2. The provided response is confusing 1. Strongly disagree 2. Disagree 3. Neither agree nor 
disagree

4. Agree 5. Strongly agree

3. There are factual errors in the 
provided information 

1. Strongly disagree 2. Disagree 3. Neither agree nor 
disagree

4. Agree 5. Strongly agree

4. The information is up-to-date 1. Strongly disagree 2. Disagree 3. Neither agree nor 
disagree

4. Agree 5. Strongly agree

5. The response is a good source of 
information for the patient

1. Strongly disagree 2. Disagree 3. Neither agree nor 
disagree

4. Agree 5. Strongly agree
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No significant differences were observed between E1 and 
E2 (z-stat: -1.137, p-value: 0.256) when comparing the results 
in the definitions section among the experts. However, 
significant differences were evident between experts and E3, 
who received the lowest evaluation (E1 vs E3: z-stat: 2.098, 
p-value: 0.036; E2 vs E3: z-stat: 3.214, p-value: 0.001). No 
significant differences were found in any of the cases during 
the definitions section (E1 vs GPT-4: z-stat: 0.137, p-value: 
0.891; E1 vs Bard: z-stat: 0.940, p-value: 0.347; E2 vs GPT-4: 
z-stat: 1.273, p-value: 0.203; E2 vs Bard: z-stat: 2.070, p-value: 
0.038; E3 vs GPT-4: z-stat: 1.963, p-value: 0.050; E3 vs Bard: 
z-stat: 1.164, p-value: 0.244) when evaluating the experts 
against the LLMs. These results indicate consistency between 
the experts and LLMs in the definitions section without 
observing statistically different performances in any of the 
cases.

In the questions related to treating various pathologies 
in the specialty, the results were evaluated similarly to the 
previous section (Figure 4 and Table 5). When comparing 
the results among the experts, there were no differences 
between E1 and E2, who remain the experts with the best 
assessment (z-stat: 0.592, p-value: 0.554). However, there 
were differences between both in relation to E3 (E1 vs E3: 
z-stat: 2.622, p-value: 0.009; E2 vs E3: z-stat: 2.041, p-value: 
0.041) and to both LLMs (E1 vs GPT-4: z-stat: 4.116, p-value: 
0.0001; E1 vs Bard: z-stat: 5.800, p-value: 0.0001; E2 vs GPT-4: 
z-stat: 1.774, p-value: 0.076). Lastly, there were no differences 
between E3 and GPT-4 (E3 vs GPT-4: z-stat: 1.536, p-value: 
0.125) but there were with Google Bard (z-stat: 3.291, p-value: 
0.001). In this section, when comparing both LLMs, they 
behaved similarly with no differences in their results (z-stat: 
1.774, p-value: 0.076).

The final analysis focuses on general queries. Figure 5 
presents the results obtained for each evaluator. Contrary 
to previous sections, in this case, GPT-4 achieved the best 
performance, while Google Bard, which had received a 
less favorable evaluation in the two previous, managed an 
improved score. This shift in performance underscores the 

Table 3. Comparative table between the experts and LLMs (total 

exam). The comparative p-values where significant differences 

exist are highlighted.

Total 
points

Percentage 
of exam p-value < 0.05

Expert 1 (E1) 257 / 375 68.53 % vs E2 = 0.692

vs E3 = 0.004
vs CG = 0.578

vs GB = 0.001

Expert 2 (E2) 269 / 375 69.86 % vs E3 = 0.001
vs CG = 0.139

vs GB = 0.001

Expert 3 (E3) 219 / 375 58.40 % vs CG = 0.578

vs GB = 0.038

ChatGPT (CG) 243 / 375 64.80 % vs GB = 0.006

Google Bard GB) 206 / 375 54.93 %

Figure 2. Likert scale scores for each expert and LLMs on the 

total exam. The maximum score is 375.

Table 4. Comparative table between the experts and LLMs (defi-

nitions section). The comparative p-values where significant dif-

ferences exist are highlighted.

Total 
points

Percentage 
of exam p-value < 0.05

Expert 1 (E1) 87 / 125 69.6 % vs E2 = 0.265

vs E3 = 0.036
vs CG = 0.891

vs GB = 0.347

Expert 2 (E2) 95 / 125 76 % vs E3 = 0.001
vs CG = 0.203

vs GB = 0.038

Expert 3 (E3) 71 / 125 56.8 % vs CG = 0.578

vs GB = 0.244

ChatGPT (CG) 86 / 125 68.8 % vs GB = 0.422

Google Bard (GB) 80 / 125 64 %

Figure 3. Likert scale scores for each expert and LLMs in the de-

finitions section. The maximum score is 125.
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Our study reveals that faced with 15 specific questions 
regarding leg, ankle, and foot pathology, a subspecialty 
of orthopedics and traumatology, GPT-4 demonstrates 
comparable behavior and, in some cases, even superior to 
experts with experience in this area. In contrast, Google Bard 
does not exhibit such outstanding performance, which aligns 
with previous findings in the literature that have compared 
both LLMs(10).

The ability of GPT-4 and Google Bard to answer questions 
in this subspecialty is evident in their capacity to understand 
and generate coherent responses. These LLMs have 
demonstrated relative competence in interpreting medical 
queries. However, it is crucial to note that their knowledge 
stems from previous data, not from practical experience or 
direct clinical interaction(11).

This assertion is supported by analyzing the different 
thematic sections of the questionnaire. In the definitions 
section, GPT-4 and Google Bard exhibited behaviors 
comparable to those of experts. Similarly, in the general 

Figure 4. Likert scale scores for each expert and LLMs on the 

treatment section. The maximum score is 125.

Table 5. Comparative table between the experts and LLMs (treat-

ment section). The comparative p-values where significant diffe-

rences exist are highlighted.

Total 
points

Percentage 
of exam p-value < 0.05

Expert 1 (E1) 97 / 125 77.6 % vs E2 = 0.554

vs E3 = 0.009
vs CG = 0.001
vs GB = 0.001

Expert 2 (E2) 93 / 125 74.4 % vs E3 = 0.041
vs CG = 0.001
vs GB = 0.001

Expert 3 (E3) 78 / 125 62.4 % vs CG = 0.125

vs GB = 0.001

ChatGPT (CG) 66 / 125 52.8 % vs GB = 0.076

Google Bard (GB) 52 / 125 41.6 %

variability of results between thematic sections and suggests 
that the performance of the evaluators, whether experts 
or LLMs, can vary depending on the specific nature of the 
questions and topics addressed. As seen in Table 6, significant 
differences were observed in favor of GPT-4 against the 
other four ( GPT-4 vs E1: z-stat: -2.396, p-value: 0.017; GPT-
4 vs E2: z-stat: -2.270, p-value: 0.023; GPT-4 vs E3: z-stat: 
-2.774, p-value: 0.006; GPT-4 vs Bard: z-stat: -2.270, p-value: 
0.023) when comparing the results. When comparing the 
results among the experts themselves in this case, there were 
no differences between them, nor were there differences 
between the experts and Google Bard.

Discussion
The objective of the study was to evaluate the performance 

of GPT-4 and Google Bard in providing answers to complex 
questions about foot and ankle pathology and compare the 
results with the experts, all of whom are full members of the 
association.

Figure 5. Likert scale scores for each expert and LLMs on the 

general questions section. The maximum score is 125.

Table 6. Comparative table between the experts and LLMs (ge-

neral questions section). The comparative p-values where signifi-

cant differences exist are highlighted.

Total 
points

Percentage 
of exam p-value < 0.05

Expert 1 (E1) 73 / 125 58.4 % vs E2 = 0.898

vs E3 = 0.701

vs CG = 0.017
vs GB = 0.898

Expert 2 (E2) 74 / 125 59.2 % vs E3 = 0.609

vs CG = 0.023
 vs GB = 1

Expert 3 (E3) 70 / 125 56% vs CG = 0.006
vs GB = 0.609

ChatGPT (CG) 91 / 125 72.8 % vs GB = 0.023

Google Bard (GB) 74 / 125 59.2 %
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questions section, it was observed that GPT-4’s performance 
even surpassed that of the experts, while Google Bard’s 
performance improved compared to the other two sections. 
However, in the treatment section, the performance of both 
LLMs was notably inferior to that of the experts, highlighting 
that, for the definition of surgical treatments, LLMs might not 
be the most suitable source of information(12-13).

Although these LLMs possess extensive knowledge, their 
lack of clinical context and direct experience could limit their 
ability to handle specific cases or complex clinical situations. 
As noted by Lopes et al., the accurate interpretation of 
medical data often requires a deep understanding of the 
clinical context, something these LLms might lack (14).

The efficacy of LLMs in this field is also influenced by the 
quality and quantity of available training data(15). Moreover, 
constant updates in medical research can affect their ability 
to stay updated.

Despite these limitations, it is evident that AI, represented 
by GPT-4 and Google Bard, can be a valuable tool in the 
orthopedics and traumatology field, providing general 
information and initial support. However, consultation with an 
expert remains essential for more detailed evaluations and 
informed surgical decisions.

Both LLMs have the potential to improve access to healthcare 
for patients. However, it is important to remember that these 
technologies are not flawless and cannot replace specialized 
medical personnel. Medical consultations with LLMs may 

be prone to errors and may not always provide accurate or 
updated information(7). It is crucial for the medical community 
to use these medical applications as a complementary tool to 
the healthcare provided by expert doctors.

Conclusion
A detailed analysis of the thematic sections of the 

questionnaire reveals that both GPT-4 and Google Bard 
demonstrated notable skills in definitions and general 
questions, even equating and surpassing, in some cases, the 
performance of experts. However, this efficacy significantly 
decreased in the treatment section, where both LLMs 
exhibited considerably inferior performance compared to 
experts.

This finding underscores the importance of considering 
the limitations of the LLMs, especially in clinical contexts 
where the precise definition of surgical treatments requires 
deeper knowledge and practical experience that these LLMs 
currently lack. It is crucial to recognize that, despite their 
capabilities, LLMs cannot completely replace the expertise 
and clinical judgment of healthcare professionals in specific 
and complex situations. 

These results emphasize the need for effective collaboration 
between AI and clinical experts to achieve a more 
comprehensive and accurate approach to medical decision-
making.
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